MLOps
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Implementation Concerns

e Big picture of dealing with big data: it's complicated!
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Implementation Concerns

e Big picture of dealing with big data: it's complicated!

e Data pipeline
- _ o Is the data valid?
| » o Garbage in garbage out!
| e ML pipeline
o Model performing well?
o Still valid with new data or refit needed?
e How do others use our model???
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Implementation Concerns

» Good software is hard to build quickly

e DevOps is a framework for software development and deployment

o Automation of the software development lifecycle

o Collaboration and communication

o Continuous improvement and minimization of waste
o Hyperfocus on user needs with short feedback loops

NC STATE UNIVERSITY

421


https://about.gitlab.com/topics/devops/

Implementation Concerns

e Similar ideas have arisen when implementing ML models (especially on big data)
o ML-Ops is a framework for the entire ML development/deployment process
o These notes are almost entirely distilled from their material!
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https://ml-ops.org/

MLOps to Solve a Problem

Good read from "Value Proposition" on!

THE MACHINE LEARNING CANVAS (V1.0)

Prediction Task e Decisions 0 Value Proposition 6 Data Collection 6 Data Sources
Type of task Process for turning

Who is the end-user? Strategy for initial train set Which raw data sources can

cfnfs'r'ﬁcatian predictions into proposed we use (internal, external)?
value for the end-user? Mention Mention databases and tables, or APIs
decision-making parameters. and methods of interest.

Input object

Output acquisition cost?
Which of their objectives are we
serving?

Continuous update rate?
Output definition, parameters, and

possible values.
Holdout ratio on prod inputs?

Offline Evaluation Making Predictions Haw will they banefit.from the ML Building Models Features
system? Mention workflow and
Which test data to use to When do we make interfaces. How many prod models are Input representations

simulate decisions from real-time / batch needed? available at prediction time,
predictions? predictions? extracted from raw data sources.

When would we update?
Time available for this + featurization +
post-processing?

Cost/gain values? Time available for this (including
featurization and analysis)?

Compute target?

Deployment criteria (min performance
value, fairness)?

Live Monitoring o
Metrics to quantify value creation and

measure the ML system’s impact in
production (on end-users and
business)?

machinelearningcanvas.com by Louis Dorard, Ph.D. Licensed under a Creative Commons Attribution-ShareAlike 4.0 International License. @ @ @ @
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https://ml-ops.org/content/phase-zero

MLOps (oncepts

Models really useful when they make reasonable predictions and are available to the
'core software system'

Models should be 'first-class citizens'

Must continually monitor and update models (three levels of change)

Testing of models should be automated

Q(’T) CLOUD x LAB
What Is MLOps?

A Complete Hands-On Guide with Case Study
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MLOps Evolution

The Evolution of #MLOps

Proprietary The Rise of
Inference Open Source
Servers Data Science Tools
: ...attempt to wrap the data :
using proprietary tools to science stack in a lightweight
perform modeling and : web service framework, and 1
e put it into production 1
inference 1 1
1 Python: 1
I/ SciPy stack 1
o5 b/ scitkit-learn 1
v SPSS "/ TensorFlow etc. .
v FICO 1 1
1 |
1 R 1
1 v dplyr 1
1 v ggplot2 1
1 / etc 1
: v Spark, H20, others... :

Containerization

to-the-rescue

Containerization of the
“Stone Age” approach,
making it easy to scale,
robust, etc.

“MLOps Platforms”

v Dockerized open-
source ML stacks

v Deployed them on-
premise or in the
cloud via Kubernetes

v and providing some
manageability ("ML
Ops").

-----------r-----------ﬁ------------r---------’time

2000 2015
Pre-History Age Stone Age

Sketch: @visenger

Bronze Age

2018 MLOps

Gold Rush Age

Source: bit.ly /mlops-evolution
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Three Main Processes of ML Deployment

Build model on data you collect to make predictions, classifications, recommendations, etc.

e Three main phases, each must be monitored (again taken from ml-ops.org!)
1. Data Engineering: data acquisition & data preparation
2. ML Model Engineering: ML model training & serving
3. Code Engineering :integrating ML model into the final product

| Machine Learning- Based Applications

NEW DATA ARRWED ML ALGORATHM CHANGED

NN
DR GCBEL |CERE

\_/ DIFFERENT MODEL NEEDED

RE-LABELING REQUIRED
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Data Engineering

Usually create a Data Engineering Pipeline:

e Must integrate data from many source
e Data cleaning, imputation, and validation must be done
e Data splitting

Generally takes the longest time and most resources to do this part!
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ML Model Engineering

Model Engineering Pipeline generally has a few steps:

e Model Training
o Including feature engineering and the hyperparameter tuning
e Model Evaluation
o Ensure it meets predetermined standards
e Model Testing
o On the holdout dataset
e Model Packaging
o Exporting the final ML model to be used by a business application
o See the "Model serialization formats" section
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https://ml-ops.org/content/three-levels-of-ml-software

Code Engineering

Deployment pipeline involves things like:

e Model Serving

o Using the model in some software
e Model Performance Monitoring

o Making sure the model is still performing ok on new data
e Model Performance Logging

o Every time the model is used you log it
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Models Built on Batch Data
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Models Based on Streaming Data
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Deployment Strategies

Two common ways for deploying models:

e As Docker Containers to Cloud Instances
e As Serverless Functions

INFRASTRUCTURE : ML MODEL DEPLOYMENT
TO CLOUD

ﬁ INSTANCE S
Q§?y @ . Tnput
LML Moctd H REST/RPC

Predichion
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Deployment Strategies

Two common ways for deploying models:

e As Docker Containers to Cloud Instances

e As Serverless Functions

INFRASTRUCTURE: ML HODEL DEPLOYMENT
AS SERYERLES FUNCTION
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Big Picture Workflow
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lterative Process That Must Be Monitored
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Automated MLOps Pipeline

MLOps
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Important Components to Consider

Entire Section Worth Reading
e Source Control: Versioning the Code, Data, and ML Model artifacts
o Test & Build Services: Unit tests and building of model to be deployed
 Model Registry: Registry for storing already trained ML models

o Feature Store: Preprocessing input data as features to be consumed in the model training
pipeline and during the model serving

« ML Metadata Store: Tracking metadata of model training, for example model name,
parameters, training data, test data, and metric results.

e Reproducibility
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https://ml-ops.org/content/mlops-principles

Recap

MLOps provides a framework to efficiently include ML models within a business application

e Three main phases, each must be monitored (again taken from ml-ops.org!)
1. Data Engineering: data acquisition & data preparation
2. ML Model Engineering: ML model training & serving
3. Code Engineering :integrating ML model into the final product
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